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What is an AutoModerator?

An AutoModerator is a bot designed to automate various moderation tasks that require little or no human judgement. It can watch the new/spam/comments/report queues of any subreddit it moderates and take actions on submissions and comments based on defined conditions. This includes approving or removing them . . . . It is effectively fairly similar to reddit’s built-in spam-filter, but [also] allows for conditions to be defined specifically instead of just giving vague hints by removing/approving. Its decisions can
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always be overridden by human moderators, exactly like an existing filter.¹

Introduction

In March 2019, a shooter posted a white nationalist manifesto on “8chan,” an online message board, and then livestreamed on Facebook as he murdered fifty-one people at two mosques in Christchurch, New Zealand.² In the aftermath of the shooting, millions of users viewed the video on YouTube and Facebook even as the sites struggled to keep the video offline.³ In July 2019, Brandon Clark murdered Bianca Devins and posted grisly pictures of her corpse on the social media platforms Instagram and Discord before attempting suicide and being arrested.⁴ The photos, tagged with the hashtag #RIPBianca, quickly spread throughout social media platforms even as users flagged them and called the police in real time.⁵ On Yom Kippur of October 2019, another shooter live-streamed on Twitch, a gaming platform, as he murdered two people in a synagogue in Halle, Germany.⁶

In the wake of these incidents, lawmakers around the world are closely scrutinizing “content moderation”—the set of practices that online platforms use to screen, rank, filter, and block user-generated content. One particularly notable regulatory strategy encourages platforms to use technology to prevent the dissemination of unlawful online content before it is

---


ever seen or distributed. This Article outlines recent efforts to compel or encourage platforms to engage in automated, \textit{ex ante} monitoring, filtering, and blocking of online content across a variety of contexts—defamation, copyright infringement, and terrorist speech. Proponents of these initiatives suggest that \textit{ex ante} screening requirements will incentivize platforms to promote healthier online discourse. Supporters have also suggested that new efforts to regulate platforms’ “content moderation” practices limit Big Tech’s power by requiring platforms to bear an appropriate amount of responsibility. 

But this new breed of regulation comes with unappreciated costs for civil liberties and unexpected boons for platform power. The new automation techniques exacerbate existing risks to free speech and user privacy, and create new sources of information that can be exploited for surveillance, raising concerns about free association, religious freedoms, and racial profiling. Moreover, the automation process worsens transparency and accountability deficits. Far from curtailing private power, the new regulations expand platform authority to include policing online speech, with little oversight and few countervailing checks. This embrace of automation in moderation displays unwarranted optimism about technology’s ability to solve what is fundamentally a social and political problem.

Technology platforms’ role as “central players” in governing online speech and surveillance has been the subject of rich and growing scholarly literature. In comparison, the role of automation in this context has
received scant scholarly attention. This article aims to fill that gap by
exploring the utility of automation,\(^\text{11}\) and how its use in law enforcement
may lead to cooptation by powerful actors.\(^\text{12}\) Automation affords a new
and attractive menu of options for private stakeholders, law enforcement,
and intelligence agencies.\(^\text{13}\) Automation in content moderation is part of a
much broader push for private industry to develop swifter, more accurate,
and more effective technologies to aid law enforcement.

Private companies, not state actors, largely control the infrastructure
of free speech today.\(^\text{14}\) The largely hands-off approach to regulating online
intermediaries has also allowed them to develop extraordinary expertise
regarding controlling the delivery of online content—harvesting, compiling,
and profiting off of vast amounts of user data in the process. Today, the

---

\(^{\text{11}}\) Except for algorithmic copyright enforcement, which has been the subject of sus-
tained examination, automation in moderation has largely escaped scrutiny. See gener-
ally Annemarie Bridy, *Is Online Copyright Enforcement Scalable?*, 13 *VAND. J. ENT. &
TECH. L.* 695 (2011) [hereinafter *Is Online Copyright Enforcement Scalable*]; Lital
Helman & Gideon Parchomovsky, *The Best Available Technology Standard*, 111 *COLUM. L.
REV.* 1194 (2011); Maayan Perel & Niva Elkin-Koren, *Accountability in Algorithmic Copy-
right Enforcement*, 19 *STAN. TECH. L. REV.* 473 (2016). Many scholars are considering the
automation of decision-making in other adjudicatory settings. See Danielle Keats Citron,
ological Due Process*]; Cary Coglanes & David Lehr, *Regulating by Robot: Administrative
Decision Making in the Machine-Learning Era*, 105 *GEOR. L.J.* 1147, 1152 (2017); Cary
Coglanes & David Lehr, *Transparency and Algorithmic Governance*, 71 *ADMIN. L. REV.* 1,
1 (2019) [hereinafter Transparency and Algorithmic Governance]. See, e.g., Kiel Brennan-
Marquez & Stephen E. Henderson, *Artificial Intelligence and Role-Reversible Judgment*,
109 *J. CRIM. L. & CRIMINOLOGY* 137, 137 (2019); Rebecca Croootof, *Cyborg Justice* and
the Risk of Technological-Legal Lock-In, 119 *COLUM. L. REV.* F. 233, 233 (2019); Sandra G.
Mayson, *Bias in, Bias Out*, 128 *YALE L.J.* 2218, 2218 (2019); Frank Pasquale, A Rule of
Persons, Not Machines: The Limits of Legal Automation, 87 *GEOR. WASH. L. REV.* 1, 2

\(^{\text{12}}\) See Jack M. Balkin, *Old-School/New-School Speech Regulation*, 127 *Harv. L.
REV.* 2296, 2324–29 (2014) [hereinafter *Old-School/New-School Speech Regulation*].

\(^{\text{13}}\) See Shoshana Zuboff, *The Age of Surveillance Capitalism: The Fight for a

\(^{\text{14}}\) The prevalence of private ownership has shifted the legal landscape from a dual-
list system in which states regulate speakers directly, to a pluralist model in which the
Internet infrastructure serves as a critical intermediary between states and speakers.

---

*Free Speech Is a Triangle*, supra note 10, at 2021. See also Klonick, *supra* note 10, at
1617.
private sector’s capacity to structure, censor, and control the flow of information far outstrips that of the government.

This reality has given rise to a new regulatory approach. Under the new breed of regulation—typified by initiatives like the European Union’s Copyright Directive, Germany’s Network Enforcement Act of 2018, and Australia’s Abhorrent Violent Material (AVM) statute—platforms must take down unlawful content faster, sometimes within twenty-four hours. Yet, the state does not directly require online platforms to adopt specific methods or techniques to achieve this goal, nor to directly control the outcomes of content moderation decisions. Rather, this new approach imposes demanding obligations on platforms while at the same time yielding to them substantial discretion and enforcement authority, leaving it to the private sector to determine how to comply.

This approach might seem like an appropriate middle ground between command-and-control regulation on the one hand, and self-regulation on the other. Indeed, what might variously be called co-regulation, collaborative governance, or multi-stakeholder governance is an increasingly popular framework for governing the technology sector in multiple contexts far beyond content regulation.

In the context of automated content regulation, however, this approach has several major drawbacks. First, in the absence of clear obligations, platforms will tend to over-censor and over-block. Both, state actors and the private sector, have acknowledged that automated content moderation is both over- and under-inclusive. Automation also creates new sources of information that will be valuable to both, private and public sector actors, and opens the door for further “relational” surveillance of users and their broader networks.

Second, this regulatory paradigm extends law enforcement’s influence to the design, process, and substance of automated content moderation. Politics already affect the design and the implementation of content moderation rules like the types of user-generated content that platforms opt to control and the ways in which platforms police that content. Though pri-

15. See discussion infra Part II.
16. Id.
18. See Gorwa et al., supra note 17, at 7–10.
vately developed and implemented, these frameworks are neither apolitical nor neutral.21 Rather, content moderation rules—and the technologies that apply them—reflect corporate, social, and legal values.22 Platforms adapt their content moderation rules and practices to conform to regulators’ preferences, both to comply and to avoid new regulations.

Perhaps the most significant danger of this approach is that, by designing new technologies of content moderation, platforms will create irresistible tools for law enforcement. Public-private cooperation is at the core of ongoing efforts to fight cybercrime, and investigative methodologies are increasingly rooted in proprietary technology.23 Although opponents of “Big Tech” often describe automation-in-moderation requirements as a method of checking platform power, many of these new initiatives are more likely to entrench the power of online platforms by making them indispensable to government regulators. In their current form, regulations that demand that platforms build and deploy proactive monitoring and filtering mechanisms, risk aggrandizing the corporate power they ostensibly seek to limit—they entrust the private sector to design its own compliance tools.24 Moreover, preserving the centralization and dominance of large technology companies is likely to make surveillance cheaper and easier for law enforcement.25

21. See Old-School/New-School Speech Regulation, supra note 12, at 2298 (“Because there are so many speakers, who are often anonymous, difficult to co-opt, or otherwise beyond the government’s effective control, the state aims at Internet intermediaries and other owners of digital infrastructure . . . .”); Hannah Bloch-Wehba, Global Platform Governance: Private Power in the Shadow of the State, 72 SMU L. REV. 27, 27 (2019); Technological Due Process, supra note 11, at 1037.

22. See FRANK PASQUALE, THE BLACK BOX SOCIETY: THE SECRET ALGORITHMS THAT CONTROL MONEY AND INFORMATION 61 (Harvard Univ. Press 2015) (“Despite their claims of objectivity and neutrality, they are constantly making value-laden, controversial decisions.”). See also Ileoma Ajuwma, The Paradox of Automation as Anti-Bias Intervention, 41 CARDOZO L. REV. 1, 3, 5 (forthcoming 2020); Klonick, supra note 10, at 1616 (citing other scholars in support of the argument that Facebook’s legal culture is distinctively imbued with American free speech thinking); Harry Surden, Values Embedded in Legal Artificial Intelligence 1 (Univ. of Colo. Law Legal Studies, Research Paper No. 17-17, 2017) (“Technological systems can have values embedded in their design.”). See also Bruno Latour, Technology Is Society Made Durable, 38 SOC. REV. 103, 130 (1990); Ari Ezra Waldman, Power, Process, and Automated Decision-Making, 88 FORDHAM L. REV. 1, 4 (2019) (“[A]lgorithmic decision-making hides the fact that engineers and their corporate employers are choosing winners and losers while steadfastly remaining agnostic about the social, political, and economic consequences of their work.”).


24. See COHEN, supra note 10, at 122. (“As network intermediaries have resisted efforts to write the logic of the exception into law, they have become masters at both public relations and inside-the-Beltway political positioning. The result is a legal and media landscape characterized by complex power struggles among the dominant interests. In those struggles, platforms do not simply play defense. Rather, they have worked to position themselves as both essential partners and competing sovereigns in the quest to instantiate states of exception algorithmically.”).

25. Tyler Cowen, Breaking Up Facebook Would Be a Big Mistake, SLATE (June 13, 2019, 7:30 AM), https://slate.com/technology/2019/06/facebook-big-tech-antitrust-breakup-
This new breed of content regulation is worthy of its own analysis because it illustrates the “embeddedness” of platforms in politics and the ease with which states can influence ostensibly private regulation in order to censor and surveil.\(^{26}\) Seen through this lens, the turn toward automation is neither a check on the power of technology companies nor a guarantee that they will act more effectively or more neutrally. Rather, the increasing reliance on automation will heighten the risk that both, platforms and governments, will experience cooptation and capture.\(^{27}\)

Over-reliance on the private development of new technologies of moderation is thus poor public policy on at least two levels. The turn toward automation poses straightforward, significant risks to user speech and privacy, and fails to encompass meaningful checks against those risks. But in a more political sense, the new regulations disguise themselves as accountability measures while providing the private sector with a source of power and profit and entrenching frameworks through which they are likely to be coopted.

The remainder of the discussion proceeds in four parts. Part I describes how the framework of intermediary immunity permitted large online platforms to experiment with automated moderation technologies, and traces how this experimentation came to characterize modern online platforms. Part II maps several recent legal developments that urge platforms to adopt automated and proactive filtering and monitoring techniques in sectors as far-flung as copyright enforcement, defamation, and violent content. In Part III, the Article explores the normative consequences of these developments, considering how they might aggravate existing tendencies toward censorship and surveillance, encode bias and harmful stereotypes, and aggrandize corporate power. Part IV offers an agenda for moderating the use of automation. Rigorous notice requirements, transparency rules, and independent oversight bodies—elements

\(^{26}\) Sarah T. Roberts, Digital Detritus: ‘Error’ and the Logic of Opacity in Social Media Content Moderation, FIRST MONDAY (Mar. 2018), https://www.firstmonday.org/ojs/index.php/fm/article/view/8283 [https://perma.cc/79XP-2EQC] (describing “the platforms’ own ‘embeddedness’ with the U.S. political establishment, and their own relationship to policy, foreign and domestic.”); Old-School/New-School Speech Regulation, supra note 12, at 2325 (“[T]he government offers a combination of carrots and sticks, the most important being legal immunity for assisting the government in identifying or shutting down Internet sites and speakers that the government disfavors or seeks to regulate.”).

\(^{27}\) Old-School/New-School Speech Regulation, supra note 12, at 2325–26.
notably lacking from the current initiatives—might promote accountability for both, platforms and state actors.

I. The Origins of Automation in Moderation

As James Grimmelmann defines it, moderation is “the governance mechanisms that structure participation in a community to facilitate cooperation and prevent abuse.”28 By “content moderation,” I mean a platform’s internal decision-making on whether user-generated content violates its rules, and if so, what the penalty might be.29 By enforcing what Sarah Roberts calls the “rules of engagement in online social spaces,” content moderators attempt to delineate between acceptable and unacceptable conduct as the platform defines it.30

These functions are inextricably linked to the formation and governance of online communities, but moderation also mitigates the risk that unwanted content might alienate users and reduce platform profits. Increasingly, moderation rules also address the risk that political actors might regulate platforms in ways that would diminish the power of said platforms.31 “Moderation,” thus, has two functions: to constitute rules and procedures for a community, and to limit the “intensity or extremeness” of its substance.32 By defining the boundaries of participation in a community and imposing sanctions on those who violate the conditions of that membership, moderation rules are at the core of online communities’ ability to regulate themselves and shape the conditions for free expression.33

This Part begins by explaining how and why intermediary liability laws in the United States (U.S.) and in Europe have historically granted broad deference to platforms’ rules and mechanisms for governing user speech. As a result of this deference, platforms were able to develop rules and technologies for blocking, filtering, and monitoring user speech on a voluntary basis.

A. Immunity, Safe Harbor & Private Governance

Because both the U.S. and Europe have observed protections against intermediary liability that formally deferred to self-regulation by online actors, the private governance of online speech is of particular impor-

30. Id. at 33–35.
33. The Virtues of Moderation, supra note 28, at 48–50; The Platform Is the Message, supra note 31, at 224.
Intermediary protections found their strongest expression in Section 230 of the Communications Decency Act of 1996 (CDA), which states: “No provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider.” In the CDA’s “Good Samaritan” provision, Congress also enacted protections for providers who took action “in good faith” to restrict “obscene, lewd, lascivious, filthy, excessively violent, harassing or otherwise objectionable” content. Under Section 230, information service providers are immune from liability both for hosting content that they know to be unlawful, and for removing content that they know to be constitutionally protected.

Few other intermediary protections contain language quite as broad as Section 230. Compared with Section 230’s broad immunity, “safe harbors” are a more common—and perhaps more justified—statutory approach, offering a conditional defense against liability. Under Section 512 of the Digital Millennium Copyright Act of 1998, hosting providers are generally not liable for instances of copyright infringement by users so long as they do not know of the infringing material or activity. In the European Union (EU), the E-Commerce Directive similarly shields service providers from liability for hosting users’ illegal content so long as the providers do not have knowledge, authority, or control over the content. Under both of these “safe harbor” provisions, online service providers are required to implement “notice-and-takedown” procedures to “expeditiously remove or disable access to” content alleged to be illegal.

The decision to insulate platforms from liability for hosting user-generated speech reflects several political inclinations. First, it communicates...
a set of normative assumptions about the valuable role of private ordering in governing online speech.42 Second, it relies upon a logic of stimulating innovation in order to expand the areas within which platforms were free to operate without government oversight.43 Third, although this decision functionally created the space for platforms to self-govern, the primarily libertarian orientation towards Internet regulation—particularly in the U.S.—meant that the potential effects of corporate power and dominance were largely overlooked in favor of a focus on government censorship and surveillance.44

Likewise, many early advocates of Internet freedom recognized—and celebrated—the politics of online self-regulation, emphasizing the way in which the Internet would afford new autonomy to speakers and listeners without the existing constraints of government censorship.45 The formation of online communities had radical democratic roots. Thinkers such as John Perry Barlow emphasized how the Internet infrastructure could invert the political economy of the telecommunications, media, and entertainment industries, describing the relationship between the production and consumption of information as being “as asymmetrical as that of bomber to bombee [sic].”46 By creating spaces in which users created, curated, edited, and responded to content, the Internet could wrest control of that economy away from the media and entertainment industries.47

This vision of Internet freedom was often described as anarchic or “cyber libertarian.”48 It is perhaps more accurately described as “popu-

42. See Bloch-Webba, supra note 21, at 38 (describing how intermediary protections reflect a neoliberal approach to regulation).
44. See Zuboff, supra note 13, at 104 (describing “a few consistent themes: that technology companies such as Google move faster than the state’s ability to understand or follow, that any attempts to intervene or constrain are therefore fated to be ill-conceived and stupid, that regulation is always a negative force that impedes innovation and progress, and that lawlessness is the necessary context for ‘technological innovation.’”). Cf. Elizabeth Anderson, Private Government 40 (Princeton Univ. Press 2017) (“Should we not subject these forms of government to at least as much critical scrutiny as we pay to the democratic state?”); Zephyr Teachout & Lina Khan, Market Structure and Political Law: A Taxonomy of Power, 9 DUBE J. CONST. L. & PUB. POL’Y 37, 37 (2014).
list,” however, in the sense that it donned the mantle of popular support and vigorous opposition to elite interests.49 Indeed, despite what Barlow called the “natural anarchy” of the Internet, he also acknowledged its distinctive forms of social order.50 What he called the “unwritten codes” of online participation—the largely informal norms, rules, and policies that governed online services—were, in this telling, the expression of democratic self-governance, not instruments of censorship.51

Today, major platforms like Google, Facebook, and Twitter make rules that indelibly affect what, how, and where users are able to speak.52 Platforms’ moderation rules affect public discourse; information flow; and individual, free expression rights. Legal scholars who analyze these issues from the perspective of free expression often see the substantive rules of content moderation as performing an important, law-like function, setting the boundaries of participation in an online community and the penalties for non-compliance with those rules.53

That intermediary immunities that have created breathing room for platforms to create their own, voluntary, quasi-regulatory speech constraints may seem ironic in light of the freewheeling libertarianism of early Internet freedom advocates. But the proliferation of monitoring, filtering, and moderation technologies is the direct result of intermediary immunities and safe harbors created to stimulate innovation.54 As Annemarie Bridy pointed out, Section 230’s model of intermediary immunity both allows platforms to take down speech that public actors could not censor, and “frees them to develop and experiment with new tools for doing so, including automated technical measures.”55

49. See, e.g., Margaret Canovan, Trust the People! Populism and the Two Faces of Democracy, 47 Pol. Stud. 2, 4 (1999) (“Populists claim legitimacy on the grounds that they speak for the people: that is to say, they claim to represent the democratic sovereign, not a sectional interest such as an economic class.”); Cas Mudde, The Populist Zeitgeist, 39 Gov’t & Opposition 541, 541, 544 (2004).
51. A Declaration of the Independence of Cyberspace, supra note 45.
54. Kate Klonick, Why the History of Content Moderation Matters, TECHDIRT (Jan. 30, 2018, 11:35 AM), https://www.techdirt.com/articles/20180129/21074939116/why-history-content-moderation-matters.shtml [https://perma.cc/E7G2-UQ4V] (“[M]ore important than understanding the intricacies of the system is understanding the history of how it was developed.”).
B. Spam Filtering

Made immune from legal responsibility for user-generated content, web platforms could have become a free-for-all.\footnote{Klonick, supra note 10, at 1604.} But the “superabundant resources” of the web were not inexhaustible.\footnote{MILTON L. MUELLER, NETWORKS AND STATES: THE GLOBAL POLITICS OF INTERNET GOVERNANCE 2 (MIT Press 3d ed. 2010).} The burgeoning number of web users put stress on some of the early web services.\footnote{Ed Krol, It’s Time to Give Usenet a Much-Needed Overhaul, NETWORK WORLD, Apr. 1, 1996, at 65 (describing how, as Usenet grew, discussion groups got “too active” to be sustainable).} Trolling,\footnote{Mattathias Schwartz, The Trolls Among Us, N.Y. TIMES (Aug. 3, 2008), https://www.nytimes.com/2008/08/03/magazine/03trolls-t.html [https://perma.cc/2M4C-GP2R].} spam,\footnote{FINN BRUNTON, SPAM: A SHADOW HISTORY OF THE INTERNET xvi (MIT Press 2013) (describing how spammers work “often by directly exploiting the same technologies and beneficial effects that enable the communities on which they predate”).} manipulation,\footnote{Sara Kiesler et al., Regulating Behavior in Online Communities, in BUILDING SUCCESSFUL ONLINE COMMUNITIES: EVIDENCE-BASED SOCIAL DESIGN 125, 128 (Robert E. Kraut & Paul Resnick eds., MIT Press 2011).} and other kinds of misbehavior grew common. These kinds of misbehavior had the potential to damage online communities and drained resources. Online communities reacted by developing their own rules and restrictions to both, constrain online misbehavior, and promote desirable behavior.

At least in theory, early Internet platforms lent themselves to forms of moderation from the bottom up. For instance, Usenet newsgroups,—an archetypal example of the dynamics of early cyberspace—were decentralized and could either be moderated or unmoderated.\footnote{See, e.g., Jeffrey M. Taylor, Liability of Usenet Moderators for Defamation Published by Others: Flinging the Law of Defamation into Cyberspace, 47 FLA. L. REV. 247, 254 (1995). See also Martin Dodge & Rob Kitchin, MAPPING CYBERSPACE 135 (Routledge 1st ed. 2001) (“Usenet can be thought of as the archetype of uncontrolled cyberspace, since it is highly distributed, free-wheeling, and has no official funding, external quality control or censorship.”).} But whether moderated or not, Usenet was celebrated for its “uncensored” nature precisely because it was cooperative and “controlled by its audience” rather than a central authority.\footnote{See Hauben & Hauben, supra note 47. See also JANET ABBATE, INVENTING THE INTERNET 203 (MIT Press 1999) (describing how commercial providers began to “imitate” grassroots systems like Usenet through proprietary protocols).} For Usenet, the power to moderate content went hand in hand with the power to constitute a “community of interest.” In other words, the power to engage in the explicitly political act of defining the limits of acceptable behavior in a social group.\footnote{See ABBATE, supra note 63, at 201. See also Anne Wells Branscomb, Anonymity, Autonomy, and Accountability: Challenges to the First Amendment in Cyberspaces, 104 YALE L.J. 1639, 1656–58 (1995) (describing how “netizens” have chosen to use moderation through voting).}  

Usenet’s experience with spam shows exactly how, despite its decentralization, the grassroots approach to online moderation in fact embraced order over chaos. In 1994, two lawyers, Laurence Canter and Marsha
Siegel, sent mass messages to Usenet newsgroups with the subject line “Green Card Lottery - Final One?” touting their own legal services—a massive violation of Usenet norms against unsolicited email. The reaction was hostile, to say the least. Recipients sent “‘electronic letter bombs’ designed to destroy” the ads, and created an electronic beeper which called the Canter & Siegel law offices repeatedly during the night, filling their voicemail boxes.

The Canter & Siegel incident became an infamous turning point for online communications. Canter has been called “the father of modern spam,” and the Green Card Lottery spam message is widely described as the “public debut” of unsolicited commercial advertising on Usenet. But rather than being the death of grassroots moderation, the Canter & Siegel advertisement showed the flexibility and adaptability of the Usenet community. In part, Usenet users responded to the Canter & Siegel advertisement by organizing the community to implement ex ante screening protocols to identify and flag, or delete, suspected spam.

Canter and Siegel also showed the power and breadth of online commercial advertising at the very moment that commercialization and privatization of the Internet began to pick up speed. While the Internet’s backbone had been formally transferred from military to civilian control in 1990, the National Science Foundation continued to run the backbone, which specifically prohibited commercial activities. Throughout the early and mid-1990s, however, new commercial network service providers emerged, creating a new commercial infrastructure for the Internet that ultimately replaced the old government-run backbone. In a 2002 interview, Canter reported that the Green Card Lottery incident had caused several service providers to terminate the Canter & Siegel account because their servers lacked the capacity for the “huge amounts of traffic” that the advertisement generated.

As commercial infrastructure improved, and commercial email service providers emerged, spam remained a universal annoyance. As a result, the

---

66. See Branscomb, supra note 64, at 1658.
67. Id. at 1658 n.70.
70. See Hayes, supra note 69, at 200–01. See also Brunton, supra note 60, at 96 (describing the formation of the news.admin.net-abuse.email newsgroup, or NANA, to respond to spam).
71. See The Father of Modern Spam Speaks, supra note 68 (“What we definitely showed was that you could reach a lot of people—huge numbers of people! Today it would be the equivalent to reaching millions relatively easily.”).
72. Abbate, supra note 63, at 196 (explaining that “Congress was quick to condemn any use of government-subsidized resources for commercial purposes”).
73. See id. at 197–99.
74. The Father of Modern Spam Speaks, supra note 68.
technology of spam filtering developed rapidly.75 In August 2002, Paul Graham published A Plan for Spam, an essay that endorsed the use of naive, Bayesian, statistical analysis for spam filtering.76 Graham’s approach relied on a statistical analysis of tokens in two corpus—one of spam, and one of non-spam—to determine the probability that a given message was spam.77 Graham’s statistical analysis laid the groundwork for spam filtering technology that could adapt quickly over time as spammers deployed new language to circumvent filters.78

Although governments also acted, the private sector proved more effective at enforcing anti-spam measures. When Congress enacted the CAN-SPAM Act in 2003, it regulated the structure of spam messages and certain methods used to send them.79 At the end of the day, though, CAN-SPAM proved difficult to enforce.80 Code-based spam filters, however, have dramatically improved the experience of email users.81 Technology companies have invested heavily in filtering technologies for spam, which accounted for over 90% of all email by 2009.82 Platforms have also extended spam filtering techniques to other categories of bad content online.83

1. “Artificial Intelligence”

Usenet’s response to Canter & Siegel demonstrated the power of social norms as a moderating influence.84 But as platforms grew, expanded, and commercialized, social norms provided less cohesion.85 Graham’s innovation illustrated how the social and legal norms of online content moder-
tion could be encoded into architecture and design. The emerging availability of filtering protocols and software meant that Usenet-style social norms against spam could be formalized into code deployed at the platform or provider level without draining platform resources.

As commercialized platforms developed an increasingly robust set of rules and policies to guide participation on the platforms, they embraced automated filtering as a critical tool for scaling the application of these standards. This focus on scale is partly responsible for the transformation that moderation has undergone from the grassroots of the early Internet into the more “industrial” version we see today: moderation techniques that rely heavily on both, ex ante, automated screening mechanisms, as well as ex post review by human moderators (equally aided by machines).86

Platforms seized the opportunity to use automated, ex ante screening to exclude spam from their services, but their different business models also meant that definitions of spam, and automated techniques to address it, diverged.87 Gmail’s program policies prohibit—but do not define—“spam,” and remind users to “keep in mind that [their] definition of ‘unsolicited’ or ‘unwanted’ mail may differ from [the] email recipients’ perception.”88 In contrast, Facebook’s community standards prohibit “commercial spam,” and explicitly instruct users not to “artificially increase distribution for financial gain.”89 YouTube’s community guidelines prohibit “spam, scams, and other deceptive practices that take advantage of the YouTube community,” including voter suppression.90 These differences not only demonstrate that the very definition of prohibited “spam” can vary greatly even between major mainstream communities, but also that the technical and quasi-legal architecture of filtering can flexibly accommodate different kinds of restrictions.

Intermediary immunities and safe harbor protections allowed platforms to disclose their content-filtering mechanisms. Even so, companies have struggled to ensure that their abuse detection “scales” to meet the needs of global communication.91 The problem is that “the more ambiguous and contextual classificatory criteria become, the more difficult it

---

86. Robyn Caplan, Content or Context Moderation?: Artisinal, Community-Reliant, and Industrial Approaches, DATA & SOC’Y (Nov. 14, 2018), https://datasociety.net/library/content-or-context-moderation/ [https://perma.cc/V74Z-P4AM]. See also Gorwa et al., supra note 17, at 7–10.
91. Taylor et al., supra note 81, at 3 (describing the challenges of internationalizing machine learning for spam filters).
becomes to train algorithms accurately."92 Compared to contextual decisions about whether a depiction of violence is a piece of extremist content or a human rights report about extremism, spam is relatively easy. For example, Bayesian filters would respond as spammers started to use “v14gr4” instead of “Viagra.”93

While platforms often tout the sophistication of their machine learning methods, these methods often falter in significant ways. Consider Perspective API (Perspective), a popular machine learning system developed by Google and Jigsaw to help combat trolling and “improve conversations online.”94 In 2017, University of Washington researchers demonstrated how easily Perspective could be fooled, finding that “an adversary can subtly modify a toxic phrase”—for example, by misspelling the word “idiots” as “idiots,” “id.iots,” or “i.d.iots”—to significantly lower the “toxicity score” and the likelihood that a comment would be classified as “rude” or trolling.95 This year, researchers also demonstrated that Perspective disproportionately identifies posts written in African-American Vernacular English as “rude” or “toxic,” reflecting—and amplifying—racial bias.96

Despite their drawbacks, machine learning and artificial intelligence are critical tools for scaling content moderation. Indeed, stemming the tide of bad content became a matter of corporate survival. Spam filtering illustrated the potential benefits automation held for both, users and platforms seeking to limit certain kinds of online content. Today, platforms employ a variety of techniques to make content-related decisions far beyond spam. Just as Graham’s Plan for Spam approach prescribed Bayesian analysis to help an algorithm predict the likelihood that a given email was spam, modern automated techniques often use machine learning algorithms to predict the likelihood that a piece of content violates the platforms’ rules or the law.97 Like spam, much of this content, while undesirable, is not ille-

---


93. GRAHAM, supra note 76 (explaining his optimism that Bayesian filters would respond as spammers started to use “‘c0ck’ instead of ‘cock’”).


Platforms use keyword filters to exclude hashtags that promote disordered eating; analyze the content of photographs to determine whether they include "adult content;" and exclude posts that use politically sensitive terms.

C. Unlawful Content

Automated, proactive screening is not limited to legal content that platforms simply find distasteful, too resource-intensive, or would otherwise prefer not to host. Technology companies have also developed tools that use fingerprinting and hashing technologies to flag and limit the distribution of illegal content. Many of the content-related decisions that platforms seek to automate often require more context and judgment than determining whether an email should go to the recipient’s inbox or junk folder, and also have higher stakes.

Unlike Bayesian filtering or other content-based automated screening techniques, which predict the likelihood that a piece of content should be taken down, fingerprinting and hashing technologies essentially work by screening the characteristics of user-uploaded content against an existing database of characteristics that indicate illegality. In order to screen user-generated content, fingerprinting and hashing technologies require a library of content that has already been determined to possess the relevant characteristics.

Many platforms rely on sophisticated hashing technology to identify and prevent the re-upload of specific child sexual abuse images. "Hashing" means to apply a mathematical function that generates a series of characters to identify a given input. For example, one might use a hash function to generate a string of characters to identify a photograph, a text
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file, or the contents of a hard drive.\textsuperscript{105}

PhotoDNA, a tool developed by Microsoft and licensed for free to technology companies and law enforcement, can match the hash values of photos or videos uploaded by individual users against a database of hash values of other photos or videos containing illegal images of child sexual abuse.\textsuperscript{106} If PhotoDNA finds a match between user-generated content and known child sexual abuse imagery, the software sends a “CyberTip” directly to the National Center for Missing and Exploited Children.\textsuperscript{107} Using PhotoDNA, law enforcement can “identify child pornography with almost absolute certainty, regardless of the name associated with a file.”\textsuperscript{108}

Technology companies are not required by law to use proactive monitoring or filtering to detect child sexual abuse imagery, but rather have done so voluntarily.\textsuperscript{109} Under the Prosecutorial Remedies and Other Tools to end the Exploitation of Children Today Act of 2003 (PROTECT Act), companies that obtain “actual knowledge” of child pornography are required to report it to the National Center for Missing and Exploited Children.\textsuperscript{110} Despite being shielded from liability, platforms have undertaken extensive voluntary action to limit illegal online content, as the PhotoDNA example illustrates. An online service provider might develop these programs for its own purposes, such as to “protect its own business and reputation and to protect the users” of its systems.\textsuperscript{111}

Similarly, platforms are also adopting methods of proactive, \textit{ex ante} screening for violent extremist and terrorist content in response to national and global pressures.\textsuperscript{112} In 2016, in response to pressure by European governments, several major technology companies formed a consortium, the Global Internet Forum to Counter Terrorism (GIFCT), and announced that they would create a ‘shared industry database of ‘hashes’—unique digital ‘fingerprints’—for violent terrorist imagery or terrorist recruitment videos or images.”\textsuperscript{113} The hash database deploys a technology similar to that used in countering child sexual abuse imagery: participants in the effort build a database of hash values that serve as identifiers for files
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known to correspond to violent extremist or terrorist content.114

Though platforms are not required to screen for “terrorist” content, they have proudly advertised their abilities to do so. For instance, Facebook expressed support for automated content deletion for terrorist content before the European Commission, noting that the platform had removed 99% of ISIS and Al-Qaeda terror content before it had been flagged by users.115 YouTube’s most recent report, documenting the enforcement of its Community Guidelines, likewise states that “automated flagging enables us to act more quickly and accurately to enforce our policies.”116

Platforms’ proactive initiatives are largely a response to escalating threats of regulatory action by the European Commission.117 In the EU, the Terrorism Directive explicitly calls for exploring the possibility of “voluntary action” by platforms or by state actors to “detect[] and flag[]” terrorist content online pursuant to platforms’ terms of service.118 The European Commission was dissatisfied with platforms’ approach to proactive filtering and followed up with a recommendation on “measures to effectively tackle illegal content online.”119 The recommendation exhorted platforms to take “proportionate and specific proactive measures, including by using automated means,” to find, remove, and prevent the reposting of terrorist content.120 Recognizing that the use of automated filtering would be difficult for smaller platforms, the Commission also “encourage[d]” platforms to “cooperate” in sharing technological tools to curb terrorist content.121

Until spring of 2019, political pressures to address violent extremism were largely limited to Islamic terrorism. That changed, however, after the March 2019 shootings at the Masjid al Noor and Linwood Islamic Centre in Christchurch, New Zealand prompted a wave of responses from platforms and government actors reconsidering the role of social media in
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amplifying hatred and violence. The shooter, who streamed on Facebook Live for seventeen minutes as he killed fifty-one people, had released a white supremacist manifesto that continued to circulate online well after New Zealand banned its possession. Facebook, YouTube, and Instagram faced questions about why and how restricted footage and imagery from the shooting continued to resurface on their platforms.

While Facebook had historically banned white supremacist content, it did not take steps to eliminate white nationalism and white separatism from the platform until after Christchurch. YouTube similarly changed its policy in June 2019 to prohibit “videos alleging that a group is superior in order to justify discrimination, segregation or exclusion based on qualities like age, gender, race, caste, religion, sexual orientation or veteran status.” Christchurch came in the midst of a string of other mass killings linked to white nationalism. In the U.S., mass murderers at the Tree of Life Synagogue in Pittsburgh, Pennsylvania; the Chabad of Poway, California; and the Walmart in El Paso, Texas all posted white nationalist manifestos on social media. The Poway and El Paso shooters explicitly cited Christchurch as inspiration.

Governments and platforms appeared to re-double their efforts to address violent extremism after Christchurch. In May 2019, New Zealand and France led a meeting of government actors, technology companies, and civil society organizations at which they adopted the Christchurch Call to Action to Eliminate Terrorist and Violent Extremist Content Online (Christchurch Call). The Christchurch Call is a non-binding agreement committing the signatories—dozens of nations and major technology companies including Amazon, Facebook, Google, Microsoft, Twitter, and YouTube—to “work collectively” to “counter violent extremism in all its forms” and to “accelerate research into and development of technical solutions to prevent the upload of and to detect and immediately remove terrorist and

122. See Inside the Team at Facebook That Dealt with the Christchurch Shooting, supra note 3 (describing how content moderation teams struggled to keep up with the footage).


violent extremist content online.  

At the same time, GIFCT publicly committed to a range of action steps to implement the Christchurch Call goals, including investing in AI-based and fingerprinting technologies to “detect and remove terrorist and violent extremist content.” A few months later, GIFCT announced that it would become its own independent organization, a step that would allow it to “do even more”—but which prompted critics to wonder about the continuing influence of dominant platforms.

While the threat of regulation is a powerful motivation for platforms to synchronize their actions with law enforcement goals, platforms also have significant business incentives to voluntarily prevent their services from being used to spread horrific illegal content. And in the context of illegal, online content, automated flagging has proven to be a powerful opportunity for collaboration and cooperation between the private and public sectors. In fact, as with many forms of cybercrime, close cooperation between the government and private sector is critical for successful prosecution.

These concerns have been particularly pronounced because of the emergence of “Internet Referral Units (IRUs),” which are specialized police units that monitor online activity for terms of service violations and cybercrime. Several major companies have partnered with these units as “trusted flaggers” whose complaints receive expedited treatment. IRUs’ use of the mechanisms of private governance for law enforcement purposes has raised concerns about the transparency, accountability, and redress mechanisms for censorship.
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Despite the increasingly intertwined relationship between business and law enforcement interests, platforms' powerful role is subject to little oversight or accountability. Many of the most powerful techniques to address crime, such as the terrorism and child sexual abuse hash databases, are formally private and voluntary. These techniques are specifically designed to ferret out unlawful content, and in the case of child sexual abuse imagery, to actually report it to the police. However, there is scant judicial or public oversight of these practices despite the close relation between platform reporting and law enforcement interests. Moreover, technology companies rarely seem to consider the role of their business models in whetting the public’s appetite for the very unlawful or undesirable content that they seek to suppress.

D. Copyright Enforcement

Ex ante content recognition technologies developed by the private sector have also transformed copyright enforcement. In response to copyright takedown requests, companies have responded with a range of technical approaches, including facilitating site-wide deletion of content and employing hashing or fingerprinting to identify and filter infringing content. These technologies have fundamentally altered intellectual property enforcement online.

Under Section 512 of the Digital Millennium Copyright Act of 1998 (DMCA), online service providers are generally immune from secondary liability for copyright infringement when users transmit infringing material through their platforms, unless the provider has “actual knowledge” or “awareness” of the infringing content. Europe has historically also embraced safe harbors for intermediary service providers that host user-generated content. Under the European Commission’s E-Commerce Direc-
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tive, member states may not hold intermediary service providers liable for content posted by users, so long as providers lack “actual knowledge of illegal activity or information,” or “act[ ] expeditiously to remove or to disable access” once they gain knowledge.142

Both the European and U.S. regimes are reactive, not proactive, and emphasize the need for timely deletion upon request: a “notice and take-down” regime.143 Providers generally only “know” of infringement once a copyright holder notifies the provider that a specific piece of content infringes their copyright. Both Section 512 of the DMCA and the E-Commerce Directive explicitly disavow the intention to require service providers to monitor content that was hosted for or generated by users for illegality.144 Under the DMCA, service providers have no statutory obligations to “monitor” their platforms or “affirmatively seek[ ] facts indicating infringement activity,” unless doing so is a “standard technical measure.”145 The E-Commerce Directive likewise bars member states from imposing general obligations on intermediaries “to monitor the information which they transmit or store, nor a general obligation actively to seek facts or circumstances indicating illegal activity.”146 In addition, Article 10 of the European Convention on Human Rights also limits third-party liability for user-generated online content on free expression grounds.147

While service providers were not required to develop or deploy proactive monitoring or filtering techniques, they soon did so anyway. The scope and extent of copyright infringement made ex post notice and take-down a deeply unsatisfying remedy for copyright holders, who also urged legislators and regulators to require platforms to do more to stem the tide of infringing content.148 In 1997, a number of commercial copyright owners and providers of user-generated content (UGC) services entered into
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the “UGC Principles,” a non-binding set of principles that, among other things, called for UGC services to use “effective content identification technology” to eliminate infringing content from their services.149

YouTube’s fingerprinting technology, Content ID, is a prime example of automated copyright enforcement.150 Content ID, created in 2007, matches references submitted by copyright owners against user uploads to YouTube’s website.151 Using Content ID and similar fingerprint-based systems, rightsholders can opt to block infringing content in user-generated videos. Large rightsholders have developed automated mechanisms to detect, track, and report online infringement as well as to generate take-down requests.152 And service providers have also adopted automated means to respond to notices of claimed infringement, thereby “automat[ing] the process in order to manage floods of requests.”153

But Content ID illustrates that the dispute about proactive filtering of infringing content is not merely about deleting or blocking said content. Automated copyright enforcement has also enabled rightsholders to explore other remedies beyond takedown. For example, in addition to blocking content, Content ID also allows rightsholders to monetize that content—to redirect any revenue from the user who generated the video to the rightsholder—or to track the usage of that content.154 The ability to monitor and monetize infringement remedies what rightsholders call the “value gap”155 between what YouTube pays for monetized content and what services such as Spotify or Pandora, which license content directly from rightsholders, pay. Automated copyright enforcement provides a wealth of avenues for rightsholders to redress the “value gap” through means other than blocking access to content, for example, by monetizing or surveilling the usage or viewing patterns of content.156
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As technology has facilitated faster and farther-reaching takedown requests, many have cautioned that compliance with this framework may lead to over-deletion of lawful content. In particular, as one important study of notice and takedown found, “the rise of mass notice sending via automated systems raises immediate questions of accuracy and due process,” because the sheer scale of automated notice sending makes it difficult to analyze the legal issues presented or understand whether notices are sent with bad faith.157

The architecture of Content ID, Audible Magic, and similar “fingerprinting” technologies also necessarily raises difficult questions about context. Fingerprinting techniques work by automatically screening user-generated content against an existing database of copyright-protected content: any clip of copyrighted material that matches protected content will be flagged as infringement.158 The result is that, in their current form, automated systems for detecting copyright infringement are often incapable of detecting uses of copyrighted works that are non-infringing, including fair use.159 The same is true for other exceptions that carve out other kinds of creative reuses of copyrighted materials, including “quotation, criticism, and review,” or “caricature, parody, or pastiche.”160

The need for an authoritative set of unlawful content, therefore, limits the applications of hash- or fingerprint-based technology. Consider the difficulty of using a fingerprinting approach to identify “hate speech.” Compiling an authoritative set of “hate speech” would be impossible in its own right, and any effort to do so would be necessarily, indelibly influenced by political and social judgment. For instance, while it is a criminal offense under German law to display a swastika, the law recognizes several context-dependent exceptions, including “to promote art or science, research or teaching, reporting about current or historical events, or similar purposes.”161 A fingerprinting-based approach that identified photographs of swastikas as impermissible would also include journalism, art, and research in its sweep. It is nearly impossible to imagine such an approach being useful to platforms or to law enforcement.

While fingerprinting and hashing technologies are unlikely to helpfully address highly context-dependent questions, they are quite effective modes of public-private cooperation on policing content that is predeterminded to be unlawful.162 This explains their use in settings like child sex-
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ual abuse imagery, in which a speaker is liable regardless of context. But today, the content moderation decisions that platforms often seek to automate require more contextual analysis and human judgment than screening for unlawful content. Thus, platforms increasingly rely upon a combination of fingerprinting approaches, machine learning, and human decision-making to engage in content moderation. As large platforms set and enforce ground rules for membership, participation, and exclusion from online communities, they rely on a “bionic” combination of ex ante automated screening with ex post analysis by human moderators and algorithmic decision-making technologies.

II. From Reactive to Proactive

Put simply, although the dominant mode of regulating unlawful content was reactive, platforms quickly developed their own proactive methodologies, transforming their ability to enforce private rules and lending their technological capabilities to the enforcement of offline laws. Today, however, the terms of these bargains are dramatically contested, as lawmakers in Europe and elsewhere consider and adopt requirements that platforms engage in ex ante monitoring and filtering.

In the discussion that follows, this Part maps new proactive monitoring requirements along several axes: the expanding role of private enforcement of technology and quasi-legal protections as instruments of private governance, the relationship between law enforcement agencies and private entities, the expansion of the kinds of content considered unlawful, and the dueling emphases on rapid takedowns and due process for restoring wrongfully deleted content. As platforms invest in artificial intelligence and algorithmic content moderation to counter the flood of toxic information, other government actors are seizing on their promises about the capacity of technology and asking platforms to do even more to proactively head off these threats.

A. Copyright

Article 17 of the EU Copyright Directive (Article 17), which was formerly known as Article 13, has fundamentally altered Europe’s intermediary safe harbor protections. Article 17 makes “online content-sharing service providers” liable when users upload copyright-infringing content

---


unless the providers make their “best efforts” to license the content from the rights holder. In addition, the new provisions require providers to “ensure the unavailability” of unlicensed content and to “expeditiously” remove and block future uploads of infringing content. The provisions will apply to any provider that is over three years old, no matter how small, raising concerns that they will further entrench the dominance of existing platforms.

Although Article 17 does not explicitly require proactive monitoring of user content—indeed, the provision states that it “shall not lead to any general monitoring obligation”—numerous critics have pointed out that it will nonetheless have the de facto effect of leading to proactive monitoring. As German Member of European Parliament Julia Reda has described these provisions, service providers “will have no choice but to deploy upload filters” to block infringing content.

Yet, despite strongly encouraging proactive, ex ante screening of user-generated content, Article 17 gives scant guidance to online content-sharing service providers regarding the technical methodologies of monitoring user-generated content or blocking infringement. Though it recognizes that automated, content screening will, by its very nature, broadly affect free expression, the Copyright Directive places no limitations on its design or use, instead putting its faith in platforms to develop mechanisms to review the individual challenges of blocking decisions.

Rather than challenging the central position of major online platforms in the digital economy, Article 17 thus reaffirms it. This dynamic is partly a response to the logic of scale: the experience of Content ID already illustrates that, as platforms develop techniques for policing infringement, rightsholders demand broader and more extensive applications. Allowing platforms to develop technical measures for compliance virtually ensures that ex ante content moderation minimizes the potential risk of liability.

Although proponents of Article 17 described the provision as enhancing “platform accountability,” the broad discretion it confers on technology
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companies will, in the long term, serve only to further empower them.\textsuperscript{173} Indeed, Article 17’s approach exemplifies nearly unbridled deference to technology for addressing copyright infringement, as well as deference to the kinds of procedures that platforms believe safeguard due process.\textsuperscript{174} Advocates of the provisions have deemphasized the significance of these changes, suggesting that because YouTube already employs Content ID to filter uploads, the new provisions will just be more of the same.\textsuperscript{175}

Article 17’s safeguards likewise shift the costs of protecting free expression to individual users.\textsuperscript{176} Instead of requiring rightsholders to submit notices of claimed infringement, the Copyright Directive puts the onus on users to file a “counter-notice” demonstrating that their use of a copyrighted work falls into an exception or limitation to copyright protection.\textsuperscript{177} While this mechanism formally pays lip service to the need to protect free expression, empirical studies have shown that counter-notice has served as an ineffective check on over-blocking.\textsuperscript{178}

Not only does the Copyright Directive stress the need for expeditious takedowns, it also emphasizes the need for an “effective complaint and redress mechanism” in achieving the appropriate balance between free expression and copyright protection.\textsuperscript{179} While it encourages platforms to use automated means to facilitate takedowns, Article 17(9) requires platforms to enact appeal mechanisms subject to “human review” without “undue delay.” By creating a system in which takedowns are automated, but appeals are manual, Article 17 ensures that while takedowns occur at scale, appeals almost certainly cannot.

Although private-sector innovation may address some of the substantive concerns about over-blocking and other burdens on protected expression, the Copyright Directive also raises questions about competition.\textsuperscript{180} By remaining silent on the design of algorithmic filtering, Article 17 does not create specific incentives for platforms to innovate in ways that pro-
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mote fair use. Moreover, many of the companies that have already developed proactive filtering and blocking software stand to benefit enormously from the uptick in new customers. Indeed, the German Data Protection Commissioner has raised concerns that, because Article 17 all but requires upload filters, small companies will rely on the filtering technologies of larger platforms, leading to the emergence of an “oligopoly” of filtering software.

B. Unlawful Speech

Despite the fact that most of the large platforms are now using proactive automated means to filter and block terrorist content on a purportedly voluntary basis, the availability and widespread positive publicity about automated, ex ante monitoring and blocking of extremist content has prompted multiple government actors to enact, or consider, legislation that would make this technology virtually compulsory. In spring 2019, Australia enacted a law that will impose significant penalties on online service providers if they fail to rapidly remove “abhorrent violent material” from their services. Under the new statute, providers of online “content services” commit a criminal offense if their services host “abhorrent violent material” that they fail to “expeditiously” remove. The statute does not define “expeditiously,” but the Australian Attorney General expressed, in a reading speech, his conviction that platforms could address these concerns through the use of technology. The statute applies regardless of the size of the company.

Germany’s new Network Enforcement Act of 2018, colloquially known as NetzDG, similarly imposes burdens on social media platforms, and these burdens virtually require the use of upload filters. Under
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NetzDG, platforms must remove certain kinds of “manifestly unlawful” speech—defined by reference to the German criminal code—within twenty-four hours or face heavy penalties.\(^{187}\) NetzDG applies to social network providers with two million, or more, registered users in Germany.\(^{188}\)

The EU’s draft regulation on preventing the dissemination of terrorist content online likewise requires platforms to remove or disable access to “terrorist content” within one hour, or face heavy fines.\(^{189}\) The draft regulation also adopts a relatively broad definition of “terrorist content,” which includes not only direct incitement but also “glorifying” terrorist crimes or “depicting the commission” of a terrorist offense.\(^{190}\)

Like Article 17, the AVM law, NetzDG, and the EU’s draft terrorism regulation do not overtly require platforms to adopt proactive screening methodologies. Nevertheless, their efforts to scale enforcement of the law push them in that direction. Google’s NetzDG transparency report, for instance, documents how it uses hashing, fingerprinting, and automated flagging technologies to try to identify unlawful content more quickly.\(^{191}\)

Yet it is particularly difficult to automate compliance with these kinds of provisions because determining whether speech is unlawful depends on the context. For instance, NetzDG reaches far more broadly than “terrorist content” and applies to unlawful content that includes “public incitement to commit offences” and “disturbing public peace by threatening to commit offences.”\(^{192}\) The difficulty of conducting complex, fact-dependent analysis of whether material is, in fact, unlawful helps to explain why, as Google notes, “machine automation simply cannot replace human judgment and nuance.”\(^{193}\)

This difficulty actually prompted the European Parliament to abandon an earlier effort that required platforms to develop new proactive technologies of automated content moderation, and instead endorse a narrower approach of requiring “specific” measures short of proactive monitoring.\(^{194}\) Under an earlier version of the draft terrorism regulation, these measures could include automated removal of content, automated prevent-
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tion of re-uploading, or “detecting, identifying and expeditiously removing” new terrorist content. The push toward automation responded directly to fears that “the longer the content is able to survive online, the more views it may receive, and the more harm it may cause.” Strikingly, the European Commission had argued that requiring platforms, on pain of liability, to develop technologies to filter and monitor content was still consistent with the E-Commerce Directive’s immunity provision.

The European Parliament’s version of the draft terrorism regulation is also more sensitive to the risk that these obligations might tend to entrench dominant platforms. The regulation instructs that any request for “specific measures” that platforms ought to take should account for the “technical feasibility of the measures, the size and economic capacity” of the platform, and the effects of the measures on free expression and the free flow of information.

The draft regulation also makes clear that any penalties, including fines, should account for the “financial resources” of the platform, whether the platform is a start-up or a small- to medium-sized business, and whether it could comply with a removal order.

Platforms have generally opposed laws that impose these kinds of obligations. Facebook vigorously opposed NetzDG, for example, arguing that the state was “pass[ing] on its own shortcomings and responsibilities to private companies.” Similarly, a consortium of technology companies opposed the Australian AVM measure, arguing that the government did not consult with the technology sector before drafting the bill.

Whether required by law or not, however, platforms are in fact committing to develop proactive, automated screening methodologies in
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response to political pressure as well as legislation. In particular, fingerprinting and hash-based screening are also being touted as code-based solutions to the problems of online hate speech and terrorist speech. Nevertheless, as NetzDG illustrates, local laws are prompting platforms to develop proactive screening methodologies for a host of other types of illicit content and to invest in expanding ex post moderation capabilities.

C. Defamation

A third context in which regulators have compelled platforms to use automated means to filter or block online speech occurs in the context of court judgments ordering online platforms to screen user-generated content for future instances of illegality. In October 2019, the European Court of Justice (CJEU) issued an opinion partially upholding an injunction that required Facebook to delete a comment calling Austrian politician Eva Glawischnig-Piesczek a “corrupt oaf” because it was defamatory under Austrian law. At the core of Glawischnig-Piesczek’s case was her request for an injunction that would compel Facebook to delete any identical or “equivalent” statements posted by any user worldwide. Article 15 of the E-Commerce Directive precludes EU member states from imposing “general obligations to monitor” the information transmitted or stored by hosting providers. In a previous case, SABAM v. Netlog, the CJEU had held that a Belgian court could not issue an injunction that “requires [a host] to install a system for filtering” specific types of content “indiscriminately” as to all of its users.

Nonetheless, the CJEU concluded that the Austrian court could, consistent with Article 15, order Facebook to remove defamatory material, identical reposts, and “information, the content of which, whilst essentially conveying the same message, is worded slightly differently.” At the root
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of the CJEU ruling is the conviction that Facebook can use “automated search tools and technologies” to identify new posts of offending material.\footnote{Id. ¶ 46.} Resting on this assumption, the CJEU held that the injunction was permissible so long as it identified “specific elements . . . such as . . . equivalent content to that which was declared to be illegal,” and so long as Facebook was not required to conduct an “independent assessment” of whether content was covered or not.\footnote{Id. ¶ 45.}

The opinion neglected to examine several critical aspects of the relief Glawischnig-Piesczek sought, however. First, algorithmic filtering of defamatory statements is difficult because it requires context: how could automated methods, for instance, tell the difference between a defamatory comment and a news report on the case?\footnote{See generally \textsc{Keller}, supra note 203 (analyzing the potential over inclusiveness of the approach urged by the Advocate General). Cf. \textit{James Vincent, Zuckerberg Criticized over Censorship After Facebook Deletes ‘Napalm Girl’ Photo}, \textsc{Verge} (Sept. 9, 2016, 5:18 AM), https://www.theverge.com/2016/9/9/12859686/facebook-censorship-napalm-girl-aftenposten [https://perma.cc/6DZW-8JUS].} As Jennifer Daskal and Kate Klonick pointed out before the opinion came down, “it’s much more difficult than it sounds to define, let alone reliably identify, an ‘identical’ post.”\footnote{Jennifer Daskal & Kate Klonick, \textit{When a Politician Is Called a ‘Lousy Traitor,’ Should Facebook Censor It?}, \textsc{N.Y. Times} (June 27, 2019), https://www.nytimes.com/2019/06/27/opinion/facebook-censorship-speech-law.html [https://perma.cc/C4A2-TQ2W].} Moreover, the record of automated search tools and technologies that Facebook has at hand to conduct such monitoring, blocking, and filtering is scant. In particular, the CJEU offered no evidence to support its impression that the “search tools and technologies” that Facebook has access to neither required “independent assessment” nor constituted “indiscriminate” filtering.\footnote{Glawischnig-Piesczek, 2019 E.C.R. ¶ 46.}

By suggesting that the availability of “automated search tools and technologies” minimized the role Facebook had to play in determining whether content was within the scope of the injunction, the CJEU expressed—whether intentionally or not—a latent trust in the capacity of automated systems to make judgments about content.\footnote{Id. ¶ 45.} In so doing, the CJEU seemed to rely on Advocate General Maciej Szpunar’s conclusion that requiring Facebook to monitor and delete reposting of identical statements was a proportionate remedy because “seeking and identifying information identical to that which has been characterized as illegal by a court . . . does not require sophisticated techniques that might represent an extraordinary burden.”\footnote{Id. ¶ 87 (separate opinion of Advocate General Maciej Szpunar).} Instead, the Advocate General suggested that “identical” statements could be detected “with the help of software tools.”

In light of the scant factual record, it is difficult to understand Advocate General Szpunar’s confidence in Facebook’s technology, much less the
CJEU’s determination that automated solutions could also discern content equivalent—but not identical—to defamation. But one might speculate that the widespread publicity about automated content moderation might seem to support the CJEU’s findings. Ironically, although platforms themselves have “trumpeted the technologies’ capabilities” to avoid regulation, the CJEU may have had those promises in mind when it found that Facebook could use software magic to prevent the republication of defamatory content.

In a sense, the Glawischnig-Piesczek case is nothing new. Courts have been fighting about the appropriate scope of injunctive relief for defamation for decades. Injunctions against online intermediaries are uniquely effective methods of addressing defamation and other kinds of harmful speech, which is precisely why intermediary liability protections are so important. In that respect, there have been ongoing debates under European law about the boundary between appropriate injunctive relief on the one hand, and the unlawful imposition of a general monitoring obligation on the other. In the CJEU’s view, requiring Facebook to monitor and delete future posts that were identical or equivalent to those judged defamatory was well within this boundary. However, by tasking Facebook with using automated methods to detect content equivalent to defamation, the CJEU is in novel territory. It is easy to imagine how the compliance technologies Facebook might use could be easily transferred to other contexts or settings.

III. The Drawbacks of Proactive Moderation

Governments increasingly view automated, content moderation as an appealing mechanism for solving the full range of “bad content” problems on social media. Drawing on the apparent success of algorithmic copyright enforcement, automation is now being touted as a solution to the
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problems of defamation, terrorist content, and other harmful speech online.\textsuperscript{221} This Part explores how requiring platforms to deploy automated means to restrict speech raises substantial concerns about collateral censorship, surveillance, algorithmic control, and private power.\textsuperscript{222}

A. Content Moderation as Censorship

While early cyber enthusiasts predicted that the Internet would be a new world free of surveillance and speech regulation, intermediary immunity, in fact, has not eliminated censorship and monitoring, but rather privatized them.\textsuperscript{223} Despite being nominally free of liability, platforms have proven to be vulnerable to what Jack Balkin calls “new-school” methods of speech regulation: “collateral censorship,” “public-private cooperation and cooptation,” and “digital prior restraint.”\textsuperscript{224} When states coerce platforms to cooperate in censorship and surveillance, they play into the central dynamic that characterizes the uneasy relationship amongst users that depend on platforms for effective communication, platforms that depend on governments for a favorable regulatory environment, and governments that depend on platforms to carry out vital law enforcement tasks.\textsuperscript{225}

\textit{Ex ante}, automated content moderation aptly illustrates this dynamic. Calls to extend \textit{ex ante}, automated content moderation to particular types or categories of speech create the risk of collateral censorship and digital prior restraint by threatening to hold platforms liable unless they censor speech at the government’s bidding.\textsuperscript{226} Moreover, the companies that control the “infrastructure of free expression” provide only weak protections when a government “uses that infrastructure, or its limitations, as leverage for regulation or surveillance.”\textsuperscript{227}

As it stands, automated content moderation already demonstrates the risk that technical “solutions” designed to prevent bad content from spreading will have collateral effects on lawful expression. One recent, quantitative analysis of a random sample of over 1,800 DMCA takedown requests, found that a significant number of requests either, incorrectly identified, or insufficiently specified, the allegedly infringing work.\textsuperscript{228} Despite these
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insufficiencies, material that is alleged to infringe a claimant’s copyright is routinely “removed before the target [of a takedown request] is given the opportunity to respond.” Users who are targeted by a wrongful takedown request rarely send counter-notices, and the “unbalanced liability standards” of copyright make it legally risky for platforms to encourage their users to send counter-notices. The result is a regime in which the technical and legal infrastructure for DMCA compliance appears to have come at a significant cost to users’ interests in free expression.

These trade-offs are not, of course, unique to copyright enforcement. Take, for example, the Global Internet Forum to Counter Terrorism’s hash-sharing database. The chief virtue of the hash database is its efficiency: because the database is shared across platforms, it prevents users from effectively re-uploading videos and images that have already been identified as violent. But this efficiency comes at a substantial cost to free expression. Like automated copyright enforcement, the hash database for violent extremist and terrorist content is “context-blind”—as Daphne Keller has put it, “an ISIS video looks the same, whether used in recruiting or in news reporting.” The result is that the hash database may have a disproportionately negative effect on news organizations, human rights defenders, and dissidents who seek to expose and comment on violence.

Platforms’ efforts to proactively monitor and block user expression raise three particular concerns about collateral censorship. First, as a matter of substance, efforts to exclude certain categories of expression from public discourse are likely to target marginalized perspectives and underrepresented communities. Nowhere is this more evident than in efforts to define “terrorist” and “extremist” speech. When governments pressure platforms to more aggressively address terrorist or extremist content online, they often reflect the teachings of years of Islamophobic security policy. As Amna Akbar has documented, the “discursive construct” of “radicalization” has irrevocably shaped government’s identification of the “terrorist threat.” As a result, many mundane aspects of daily life in Muslim communities are understood by law enforcement as potentially significant indicators of “radicalism.”
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tures that platforms then build, reflect government’s security priorities. Therefore, systems of automated content moderation build on social and political constructions of the terrorist threat—but which constructions, and at whose expense?

Consider, for example, platforms’ inconsistent approaches to the problem of white nationalism, Nazism, and right-wing terrorism on the one hand, and to ISIS and al-Qaeda on the other. Though major platforms took steps after Christchurch to eliminate white nationalism and separatism from their services, it appears that they still struggle with the issue. An ongoing civil rights audit of Facebook points out that the company’s ban extends only to content that explicitly uses the terms “white nationalism” or “white separatism,” and thus “leaves up content that expressly espouses white nationalist ideology” without using these keywords.237 In August 2019, the Anti-Defamation League published a list of white nationalist groups still active on YouTube after it famously “purged” them.238 YouTube responded by removing some of the channels highlighted in the report, but many were able to restore access to the platform.239

These examples highlight the possibility that platforms are applying their own content moderation rules in ways that are, if not outright discriminatory, at the very least, underinclusive. Moreover, platforms highlighted the “effectiveness” of their filtering and blocking techniques as a signal to European and American legislators that they took the threat of Islamic terrorism seriously.240 But only after Christchurch, as political pressure to address white nationalist terrorism ramped up, did online platforms begin to actually take this threat seriously. Even now, Facebook’s ongoing public relations campaign to counter accusations that the platform discriminates against conservative viewpoints undermines its efforts to address white nationalism.241

Second, as a matter of process, platforms and governments are also willing to tolerate higher error costs for speech that is identified as a prior-
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ity for removal. For instance, YouTube’s recent “purge” of videos supporting white supremacy and white nationalism also swept up videos that documented, reported on, and aimed to counteract those ideologies. Experience has shown that systems designed to block certain kinds of speech are likely to be overinclusive—hardly a novel observation. In theory, overinclusiveness is a design flaw that can be overcome by technological innovation. But accepting high error rates within systems designed to monitor, block, filter, and monetize user expression is a political decision. In practice, the incentives for platforms to take “bad content” down always seem to outweigh the incentives to design systems with minimal error rates or maximal accommodations for free speech. These political pressures influence informational filters, although they are rarely accounted for by designers. Indeed, as companies find themselves scrutinized from all sides, political and social pressure will likely inform speech decisions as much as, or more than, technology alone.

Third, the new wave of Internet regulation and the emergence of “voluntary” filtering illustrates the risk that governments will informally pressure platforms to adopt limitations on speech (what Derek Bambauer has called “jawboning”). When governments do this through political means—for example, through formal regulation or legislation—that political act is formally accountable to the public. But when governments pressure platforms to use their private authority to take down certain types of speech—for example, because it violates their terms of service—they tend to do so in ways that are less visible and less accountable to the public.
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B. Content Moderation as Surveillance

Automated content moderation also opens up new avenues for surveillance and monitoring of users as individuals and as groups.249 In this respect, hash- or fingerprint-based technologies like Content ID and the GIFCT hash database are particularly troubling. The GIFCT hash database offers a ripe, new way for platforms to identify, cross-reference, and keep tabs on accounts that have posted terrorist content in the past. Platforms have claimed that the database includes around 100,000 hashed images.250 Yet, it is unclear whether, and under what circumstances, those images are shared with law enforcement.

The hash database has significant potential as a counterterrorist tool far beyond taking down terrorist content. Just as Content ID permits rights-holders to opt to monitor viewing activity on infringing videos, law enforcement might opt to monitor engagement with terrorist posts on social media in order to map associations and networks of suspected sympathizers, to understand the diffusion of propaganda, or simply to monitor those who have viewed dangerous online content.251 Indeed, some have raised concerns that systematically deleting terrorist content from major platforms will drive terrorist networks underground, thereby depriving government of a critical source of information.252

Even apart from direct information sharing between GIFCT and the government, automated mechanisms illustrate how closely connected speech rights and surveillance are. To understand how private, automated moderation mechanisms might play into existing law enforcement paradigms, imagine that YouTube’s algorithm for screening extremist content prevents a user from uploading a television segment reporting on the Kurdistan Worker’s Party, or the PKK. Now imagine that a law enforcement

249. See, e.g., Kate Crawford & Jason Schultz, Big Data and Due Process: Toward a Framework to Redress Predictive Privacy Harms, 55 B.C. L. REV. 93, 94–95 (2014). The use of machine learning for algorithmic content moderation also has more concrete privacy harms beyond the context of law enforcement surveillance. For example, to the extent that platforms use machine learning methods which learn from user-generated content without the consent or knowledge of the users themselves, it might have significant privacy implications. Id.


agency subpoenas YouTube for subscriber information pertaining to all
users who have attempted to upload prohibited “terrorist” videos, among
which our user is one.

In several respects, this hypothetical illustrates how content moder-
ation rules—and the technical infrastructures that enforce them—might
open new kinds of behavior and new actors to scrutiny that was previously
beyond the state’s capabilities. While a platform might use a human con-
tent moderator to determine whether the uploaded content should be per-
mitted or forbidden, law enforcement uses its investigative tools to
determine whether the poster has committed a crime. When law enforce-
ment demands a list of all those users whose uploads were captured by an
automated filter, it does not distinguish between them.\textsuperscript{253}

The result is that, in complying with this demand, YouTube is provid-
ing law enforcement with subscriber information for a fairly broad set of
users whose only suspicious act was running afoul of an algorithm. The
platforms’ efforts to account for context in determining whether a user-
generated post is permitted or forbidden are irrelevant to law enforce-
ment.\textsuperscript{254} In addition, YouTube’s moderation practices make available
information about a broader set of actors. The harmful act that once
would have prompted law enforcement to monitor or surveil the user’s
behavior—the actual dissemination of “terrorist content”—has been
replaced by the unsuccessful attempt to distribute unlawful content.\textsuperscript{255}
Regardless of the fact that the attempt might, itself, be unlawful as a matter
of substantive criminal law, we might question whether these attempts to
distribute unlawful content are, by definition, sufficiently grave to warrant
law enforcement action.\textsuperscript{256}

In a sense, the platforms’ ability to cheaply and easily generate a broad
array of information relevant to law enforcement is simply an illustration
of the extent to which private sector surveillance underpins law enforce-
ment investigations.\textsuperscript{257} The platforms’ ability—and, indeed, obligation—to
generate this information is a classic example of a transformation in tech-
nology and society that expands police power by lowering the cost of sur-
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veillance and expanding the ability to surveil in the first place. These shifts call into question the preexisting balance of power between the government and the public.

But platform surveillance also creates new opportunities for law enforcement precisely because these kinds of mechanisms are not as readily observed—or evaded—as their physical equivalents. To the extent that the new breed of content regulation constrains content moderation practices, it makes platforms a more attractive source for law enforcement seeking to obtain information about users. Regardless of whether automated moderation techniques are required by law or simply adopted voluntarily, they increase the wealth of information available about users—their relationships, their interests, and their engagement with online content (all of which platforms already collect)—and that is highly relevant for law enforcement investigations. Moreover, because most of these decisions occur behind closed doors, platform surveillance tends to operate in ways that are not amenable to public oversight or control.

C. Content Moderation as Algorithmic Control

The shift toward automation in content moderation also underscores longstanding concerns about bias, fairness, transparency, and accountability in machine learning and in automated systems more generally. As the private and public sectors increasingly rely on automation in ways that entrench power dynamics and impact individual rights and liberties, these concerns have come to the forefront of scholarship and public discourse.

One concern regards widespread overconfidence in technology itself as a mechanism for solving social and political problems. Magical thinking about artificial intelligence (AI) is prevalent, even though few can even
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agree on what AI is.263 Policymakers are not immune to techno-optimism, but have proven vulnerable to its fallacies, embracing innovation by adopting risky technology in settings like healthcare, welfare, education, and criminal justice while failing to regulate AI in any meaningful way.264 In this regard, AI policy presents a particularly potent example of Edward Felten’s Third Law: “lawyers put too much faith in technical solutions, while technologists put too much faith in legal solutions.”265

But overconfidence in technical solutions can have damaging effects. Far from serving as a neutral arbiter, the algorithms that Internet intermediaries use to rank and prioritize content often reflect and encode social bias.266 While publicly available displays, such as auto-complete suggestions or search results, can be interpreted as indications of algorithmic bias, other algorithms operate in ways that are more immune from scrutiny.267 As private platforms determine and control the conditions under which researchers might access the information needed to study algorithmic bias in the first instance, they reinforce their own ability to control political and public narratives regarding algorithmic accountability.268

The opacity of content moderation rules, algorithms, and decisions also alters the ways that online users perceive and experience online partic-
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On the one hand, the apparent arbitrariness of moderation decisions—and of algorithmic moderation in particular—might heighten the need for transparency in order to promote legitimacy. In response to shadowy decisions about user-generated content, users have developed what Sarah Myers West has charitably called “folk theories” regarding moderation. More transparency might promote user trust in the system, but it depends on how meaningful the disclosures are. On the other hand, meaningful transparency for ex ante, automated moderation techniques would also undermine their effectiveness, likely resulting in more ex post screening. If transparency enabled users to “reverse engineer” moderation standards, it may result in users developing a novel, new vocabulary to evade moderation—entrenching unwanted content while making it more difficult to detect.

Policymakers’ faith in the power of private innovation is perhaps most visible in contexts such as statutes that require technology companies to invest heavily in new, untested technologies of moderation, or court rulings that assume platforms have technical capabilities not in evidence. But when it comes to content moderation, much of this faith is misplaced. For example, in the aftermath of the Christchurch shooting, YouTube and Facebook users altered the footage slightly—for example, by surrounding it in a frame, or by posting video of the footage streaming in a second window—in order to get the footage past automated detection mechanisms. These incidents illustrated how automated content moderation systems struggle to draw lines between protected and illicit content.

These failures prompted widespread outrage, but addressing the problem using mechanical solutions would require greater efforts to suppress users’ posts. Moreover, broader approaches to preventing the dissemination of unlawful content might result in platforms suppressing newsworthy posts in addition to “gratuitous graphic violence.” For content that inherently lacks any redeeming social value, such as child pornography or non-consensual pornography, the need to prevent harm might justify the
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cost to free expression.\textsuperscript{276} But in other contexts, such as defamation, hate speech, or terrorist propaganda, whether content is unlawful “depends on the overall context, including the message and precise wording.”\textsuperscript{277}

The challenge of designing automated systems to identify and suppress certain kinds of content highlights the more straightforward political difficulty of defining unlawful content in the first instance. Even if platforms could automate the detection of terrorist propaganda, extremist content, or hate speech, defining those categories will be as difficult as identifying parody, fake news, or fair use.\textsuperscript{278} This inquiry is fact-bound and culturally specific. With respect to all but the clearest cases, policymakers and platforms will find it difficult to apply these distinctions and determine the social value of user-generated content. That this is a fundamental problem of free expression explains why automated decision-making alone cannot answer the challenge.

Of course, forcing humans to decide whether horrific content ought to be permitted or taken down creates its own problems. Content moderators often work in “sweatshop-like” conditions to clean up the Internet.\textsuperscript{279} Content moderators often experience serious trauma from viewing so many disturbing posts and images in quick succession.\textsuperscript{280} Some of them come to believe conspiracy theories expressed in moderated content.\textsuperscript{281} And contractors sometimes discourage moderators from raising questions to Facebook about unclear subjects, perpetuating the lack of clarity and apparent arbitrariness of some of these rules.\textsuperscript{282}

The human cost of content moderation will amplify calls for automated moderation techniques. Facebook and other platforms play into this narrative, arguing that artificial intelligence can help platforms solve their content-related problems.\textsuperscript{283} But the platform may not be able to avoid using human content moderators. For example, under the General Data Protection Regulation (GDPR), individuals “have the right not to be subject to a decision based solely on automated processing . . . which produces legal effects concerning him or her or similarly significantly affects
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\textsuperscript{279} See Hanna Kozlowska, This Documentary Shows the Sweatshop-Like Labor of Internet Content Moderators, QUARTZ (Nov. 12, 2018), https://qz.com/1460906/the-cleaners-is-a-documentary-that-shows-the-sweatshop-like-labor-of-content-moderators/ [https://perma.cc/XC56-AZ6F].
\textsuperscript{280} Casey Newton, The Trauma Floor: The Secret Lives of Facebook Moderators in America, VERGE (Feb. 25, 2019, 8:00 AM), https://www.theverge.com/2019/2/25/18229714/cognizant-facebook-content-moderator-interviews-trauma-working-conditions-arizona [https://perma.cc/W6K3-ZD3J].
\textsuperscript{281} Id.
\textsuperscript{282} Id.
\textsuperscript{283} James Vincent, AI Won’t Relieve the Misery of Facebook’s Human Moderators, VERGE (Feb. 27, 2019, 12:41 PM), https://www.theverge.com/2019/2/27/18242724/facebook-moderation-ai-artificial-intelligence-platforms [https://perma.cc/6EXK-D4H8].
him or her.”\textsuperscript{284} Even those who are most optimistic about the use of artificial intelligence to detect harmful online content acknowledge the vital role that human moderators play in deciding whether user-generated posts ought to remain online or be taken down.\textsuperscript{285}

D. Content Moderation as Power

Finally, automation mandates may entrench the position of firms at the leading edge of AI development, such as Facebook and Google. In a climate of increasing sensitivity to technology platforms’ market dominance, content regulation has proven attractive for opponents of "Big Tech."

However, some have argued that automation requirements are as burdensome as to exclude new start-ups and smaller competitors.\textsuperscript{287} Moreover, as the developers of AI moderation tools, technology platforms such as Google, Facebook, and Twitter, and companies such as Crisp, Twohat, and Adobe stand to gain substantially from the expansion of automation mandates.\textsuperscript{288}

A full assessment of how content regulation might reshape competition is beyond the scope of this Article. But the experience of algorithmic, copyright enforcement confirms that commercial interests provide powerful motives for platforms to monetize their moderation systems by selling their services to competitors.\textsuperscript{289} As Bridy documented, Audible Magic—one of the chief purveyors of copyright filtering technology—lobbied the European Commission to require proactive filtering in Article 17.\textsuperscript{290}


\textsuperscript{285} Telephone Interview with Mark Zuckerberg, CEO, Facebook, Inc. (Apr. 2, 2019), available at https://www.fool.com/earnings/call-transcripts/2019/04/25/facebook-inc-q1-2019-earnings-call-transcript.aspx [https://perma.cc/ZR42-YYTT] (“The only hope is building AI systems that can either identify things and handle them proactively or at the very least, flag them for a lot of people who work for us who can then look at them.”).


\textsuperscript{288} One major content moderation contractor, Cognizant, announced in fall 2019 that it would exit the content moderation business, while allocating $5 million to research on automation and algorithmic moderation. Telephone Interview with Brian Humphries, CEO, Cognizant Technology Solutions Corp. (Oct. 30, 2019), available at https://www.fool.com/earnings/call-transcripts/2019/10/31/cognizant-technology-solutions-corp-ctsh-q3-2019-e.aspx [https://perma.cc/M656-9LE3].

\textsuperscript{289} See, e.g., BFDI Press Release, supra note 182 (raising concerns that large platforms will sell their moderation systems to small platforms, cementing their dominance).

\textsuperscript{290} See Annemarie Bridy (@AnnemarieBridy), Twitter (Jan. 19, 2019, 6:06 PM), https://twitter.com/AnnemarieBridy/status/1086761804301094917 (citing a promo-
Already, companies such as Adobe and Crisp are selling proprietary filtering software that purports to effectively filter hate speech and terrorist content. Proactive monitoring requirements will create a vast, new market for automated moderation techniques. These market effects will be present regardless of whether new regulations require the use of ex ante screening methodologies, or simply encourage them.

E. Content Moderation as Extraterritorial Governance

Pushing platforms to adopt automated, ex ante screening methodologies is a matter of global significance. These changes send a signal to other governments—and to lobbyists—that domestic law can effectively require online service providers to be more proactive in filtering and monitoring content. As platforms build and acquire the technological infrastructures necessary to comply with European law, they are likely to use those infrastructures on a global scale, not only in their European affiliates.

Local content regulations have global effects in part because platforms prefer to enforce their terms of service before enforcing local law. As platforms increasingly automate the screening of user-generated content for compliance with their terms of service, content that violates community guidelines will be taken down globally. The global effects of takedowns combine with the problems of over-deletion. For instance, when service providers receive DMCA notices, they generally delete the content across the entire platform, rather than by blocking or filtering content within the U.S.
These practices raise potent questions about the implications of new content regulations for jurisdictions. When governments misappropriate the instruments of private governance, they can often achieve—whether intentionally or not—global effects for public policy. While issues such as data localization, data sovereignty, and extraterritoriality remain in the public eye, it is worth considering how content regulation itself manifests many of the same controversial aspects, like calling into question the consent of the governed.\textsuperscript{298}

IV. Principles for Moderation of Automation

By design, the new automated technologies of moderation not only promote and advance the interests of law enforcement, but they also cultivate a sense of mutual dependency in which states require platforms’ assistance to vindicate policy objectives and platforms comply in order to avoid harder regulation. Although this arrangement might seem “efficient,” in the sense that both, states and platforms, receive optimal outcomes without costly interventions, they pose a threat to democratic values and safeguards. While artificial intelligence and other automated content moderation tools hold substantial promise for scaling the work of content moderation, they come at a significant cost to civil liberties and are poised to entrench the power of the private sector.

This Part concludes by pointing toward several ways in which regulation might seek to exert a moderating influence upon the use of automation itself. By recalibrating the regulatory balance away from the current emphasis on “scalability,” legislation and regulation might reach a healthier resolution that squares the challenges of harmful online content with public governance and with individual rights.

A. Platform Transparency

Several of the new measures require platforms to produce annual or semi-annual transparency reports documenting the actions they have taken to address unlawful content.\textsuperscript{299} But while transparency reports originated as a way for technology companies to notify users about demands for surveillance and censorship, these new reporting obligations operate as a way for governments to ensure that platforms are keeping up with the uptick in

\textsuperscript{298} Bloch-Wehba, \textit{supra} note 21, at 67–68 (describing questions about legitimacy that arose from the emergence of governance institutions outside the state).

\textsuperscript{299} See, \textit{e.g.}, \textsc{Netzwerkdurchsetzungsgesetz} [\textsc{NetzDG} [Network Enforcement Act]], Oct. 1, 2017, \textsc{Bundesministerium der Justiz und für Verbraucherschutz} [\textsc{BMJV}] at art. 1(2) (Ger.) (requiring social networks that receive over 100 complaints per year to produce semi-annual transparency reports); \textit{Draft Terrorism Regulation}, supra note 189, at art. 8(2) (requiring service providers that have received removal orders to publish annual transparency reports).
censorship demands.\textsuperscript{300} In other words, transparency reports once served companies’ public relations goals by establishing their independence from the government. Now, in an era of concern about platform impunity, companies release data about content moderation in order to show compliance with government demands.\textsuperscript{301}

The existing transparency protections are woefully incomplete. The transparency-reporting obligations under NetzDG and the draft terrorism regulation require platforms to document their efforts to take down content that is the subject of a specific complaint, but do not fully capture companies’ decisions to deploy automated mechanisms that avoid complaints arising in the first place. For this reason, platforms ought to be more transparent about how, when, and why they deploy \textit{ex ante}, automated screening of user-generated content. Precisely because laws like NetzDG, the Australian AVM law, and Article 17 of the Copyright Directive encourage—but do not require—automated content recognition, platforms have choices about whether or not to do so. Understanding how automated measures fit within the framework of content moderation is necessary to have a fuller picture of the relationship between government pressure and private sector practices.\textsuperscript{302}

Perhaps more importantly, as Daphne Keller has pointed out, platform transparency reports can only present a highly limited perspective on content moderation that reflects “the platforms’ own characterization of the content they took down.”\textsuperscript{303} In its current form, aggregate data does not explain, for example, the kinds of content that are swept up by an algorithm designed to detect “terrorism,” nor the reasons that a platform might not identify “white nationalism” as “terrorist content.”\textsuperscript{304}

More robust transparency practices might shed some much-needed light on these shifting dynamics. For example, platforms might routinely

\textsuperscript{300} See Jonathan Manes, \textit{Online Service Providers and Surveillance Law Transparency}, 125 \textit{Yale L.J.} F. 343, 344 (2016), https://www.yalelawjournal.org/forum/online-service-providers-and-surveillance-law-transparency [https://perma.cc/DE3D-38HL] (“If these companies could win the right to speak about the \textit{kinds} of records the government is ordering them to disclose, they would be able to provide the public with crucial information about how the surveillance laws have been interpreted and applied in practice.”).


\textsuperscript{302} To its credit, the draft terrorism regulation requires government agencies as well as platforms to record removal orders. \textit{See Draft Terrorism Regulation, supra} note 189, at art. 8(a). Unfortunately, this requirement is skeletal, calling for governments to disclose data regarding removal orders, investigations, and content “wrongly identified as terrorist.” \textit{Id.} In addition, government authorities must disclose a “description of measures” requested from service providers. \textit{Id.}

\textsuperscript{303} See \textit{Three Constitutional Thickets}, supra note 185, at 8.

\textsuperscript{304} Díaz, \textit{supra} note 129 (expressing the concern that GIFCT’s definition of “glorification” of terrorism is “imprecise”); Nitasha Tiku, \textit{Tech Platforms Treat White Nationalism Different from Islamic Terrorism}, \textit{Wired} (Mar. 20, 2019, 8:00 AM), https://www.wired.com/story/why-tech-platforms-dont-treat-all-terrorism-same/ [https://perma.cc/5888-WL7W].
review and audit their algorithms and datasets to determine whether automated methods experience different error rates with different speakers, languages, or contexts, and then, publish the results.\textsuperscript{305} By the same token, platforms might disclose other statistical information that would show, for example, whether some types of speech garnered disproportionate complaints under NetzDG or other statutory mechanisms.

However, even robust audits and voluntary disclosures will lose credibility if they are self-enforced and self-policed. Therefore, in addition to requirements that platforms publish aggregate data, regulators might consider requiring \textit{algorithmic} transparency mechanisms.\textsuperscript{306} A growing body of work has begun to critique the power of technology firms to “lock away information in the face of a strong public interest in disclosure.”\textsuperscript{307} Without legislative intervention, platforms are likely to treat their methodologies of algorithmic enforcement as “trade secrets,” just as they have vigorously sought to shield their policies on content moderation from public disclosure.\textsuperscript{308}

A full review of the extensive literature on algorithmic transparency and accountability is beyond the scope of this Article.\textsuperscript{309} For our purposes, it suffices to say that a regulator might opt to include provisions that would make automated, \textit{ex ante} content screening less inscrutable, either by providing for government audits, facilitating independent research, or by requiring disclosure.\textsuperscript{310}

Transparency alone is not enough to ensure accountability, of

\textsuperscript{305} Indeed, major technology platforms are at the forefront of research on artificial intelligence and machine learning, and, given the current distributions of resources, these platforms are likely the institutions best equipped to undertake these kinds of projects. \textit{See, e.g.}, \textsc{Amazon}, https://www.aboutamazon.com/research [https://perma.cc/CU3A-SKCB] (last visited Apr. 16, 2020); \textsc{Google}, https://ai.google/research/ [https://perma.cc/9ZLE-ZU2W] (last visited Apr. 16, 2020); \textsc{Facebook}, https://research.fb.com/ [https://perma.cc/9ELJ-ANFQ] (last visited Apr. 16, 2020); \textsc{Microsoft}, https://www.microsoft.com/en-us/research/ [https://perma.cc/L2RK-YAJ9] (last visited Apr. 16, 2020).

\textsuperscript{306} \textit{See, e.g.}, Mike Ananny & Kate Crawford, \textit{Seeing Without Knowing: Limitations of the Transparency Ideal and Its Application to Algorithmic Accountability}, 20 New Media & Soc’y 973, 974 (2016); \textit{Technological Due Process}, supra note 11, at 1260; \textit{Transparency and Algorithmic Governance}, supra note 11, at 4.


\textsuperscript{308} Burk & Cohen, supra note 307, at 67.


\textsuperscript{310} \textit{See, e.g.}, \textit{What Do We Mean When We Talk About Transparency?}, supra note 270, at 1529 (calling for more disclosure of disaggregated data with independent researchers). \textit{See also} Rory Van Loo, \textit{Regulatory Monitors: Policing Firms in the Compliance Era}, 119 Colum. L. Rev. 369, 424 (2019).
That is why it is critical to pair transparency obligations with other commitments to public oversight and to check the power of the private sector, including ongoing monitoring. But those who seek to censor and surveil also benefit from sub rosa arrangements that blur the line between the private and public sectors. Shedding light on those arrangements is integral to holding these powerful institutions accountable.

B. Procedural Safeguards

Platforms and their regulators might also consider embracing more robust procedural safeguards that protect users who contest blocking and filtering decisions. As Balkin recognized, digital filtering systems might tend to operate as “prior restraints” on speech that prevent individuals from speaking, rather than punishing them after-the-fact. Just as prior restraints call for specific kinds of procedural protections to guard against the risk of censorship, regulators might likewise integrate procedural safeguards—such as appeal mechanisms and judicial review requirements—into platform regulation.

Appeal mechanisms have gained substantial traction, especially as Facebook began ramping up its Oversight Board to review its content moderation practices. These mechanisms need not be strictly private or voluntary. For example, the Copyright Directive requires each platform to create an appeal mechanism for users to contest the removal of their content. Similarly, under the GDPR, individuals “have the right not to be subject to a decision based solely on automated processing.”

---


313. Jack Balkin drew an analogy between digital filtering systems and prior restraints. Relying on this comparison, certain safeguards might be appropriate in the former context precisely because of their similarity to the latter. See Old-School/New-School Speech Regulation, supra note 12, at 2318.

314. Id. See also Freedman v. Maryland, 380 U.S. 51, 58–59 (1965) (articulating three safeguards).

315. Casey Newton, Facebook’s Oversight Board Could Bring a Justice System to a Platform That Needs One, VERGE (Sept. 18, 2019, 6:00 AM), https://www.the verge.com/inter face/2019/9/18/20870605/facebook-oversight-board-charter-justice-system [https://perma.cc/B37U-V4WQ].

316. Copyright Directive 2019/790, supra note 165, at art. 17(9).

317. GDPR, supra note 284, at art. 22(1). See also Emily Pehrsson, The Meaning of the GDPR Article 22 1, 22 (Stanford-Vienna Transatlantic Tech. Law Forum, Working Paper No. 31, 2018) (discussing whether Article 22 is an outright prohibition of automated decision-making or confers a “right to challenge” the outcome of an automatic decision).
Apart from substantive oversight of content-related decisions, appeals are also important because they play an integral role in promoting transparency and legitimacy. Through an appeals process, platforms might disclose information about the reasons that a piece of content is blocked or taken down to the individual users who are affected. Thus, through appeals, platforms (at least in theory) engage in a familiar kind of administrative reason-giving.318

Appeal mechanisms have several major drawbacks, however. First, while they might make marginal improvements to transparency, they are opaque and ineffective protections against over-deletion.319 Second, like moderation itself, appeals present a problem of scale. Finally, requiring platforms to create expensive and burdensome appeal mechanisms threatens small companies and start-ups while favoring dominant incumbents.

Large online platforms can and do construct entire quasi-legal regimes for online speech, replete not only with statutes and regulations (terms of service and community guidelines), but also with legal structures (complaints and appeals). Facebook’s Oversight Board (the Board) illustrates how one large company has approached this issue by designing an independent body to oversee its content moderation decisions.320 In November 2018, Mark Zuckerberg announced that Facebook would create “a new way to appeal content decisions to an independent body.”321 The company then opened a “public consultation process” for six weeks to get public feedback on the design of the Board.322 After holding a series of invitation-only workshops and roundtables, the platform published its draft Charter in September 2019.323 Under the Charter, the Board has the authority to consider appeals of content-related decisions.324 The Board can also set its own mechanisms for determining which “cases” to

318. Frank I. Michelman, Formal and Associational Aims in Procedural Due Process, 18 NOMOS 126, 126 (1977). As Michelman points out, even what he calls “nonformal” explanations have significance for due process: they “seem responsive to demands for revelation and participation. They attach value to the individual[‘s] being told why the agent is treating him unfavorably and to his having a part in the decision.” Id. at 127.

319. See, e.g., What Do We Mean When We Talk About Transparency?, supra note 269, at 1537; URBAN ET AL., supra note 228, at 58; Censored, Suspended, Shadowbanned, supra note 52, at 4378–79.


Despite the lengthy process for constructing the Board, the Charter is strikingly short on detail regarding some essential aspects of its procedures. For example, the Charter is silent on whether parties before the Board can be represented by counsel. The narrow scope of the Board’s jurisdiction—only individual content decisions can be appealed—is also questionable. For instance, the Charter does not include specific provisions regarding user appeals from decisions to disable their accounts, even though that might also be considered a content-related decision. Since Facebook does not offer appeals for all content-related decisions, there are presumably also some areas over which the Board will lack authority, such as child sexual abuse imagery.

The Charter also anticipates that the Board’s decision in one appeal might be binding on other content as well. First, the Board’s decisions are “precedential.” Yet, the Charter also notes, “where Facebook identifies that identical content with parallel context—which the Board has already decided upon—remains on Facebook, it will take action by analyzing whether it is technically and operationally feasible to apply the Board’s decision to that content as well.” Thus, while the Board will lack authority to decide cases arising from Facebook’s algorithmic delivery, curation, or ranking of content, the Charter also anticipates that the company might use its technical tools to instantiate Board decisions.

The effectiveness of Facebook’s new appeals mechanisms largely depends on factors that have yet to be publicly announced—namely, whom it appoints to the Board. And Facebook’s commitment to public participation, input, and careful drafting in the process of formulating the Charter does not ensure that the Board’s approach to content governance will add anything more than a symbolic veneer of compliance with free expres-

325. Id. at 5.
326. See generally id.
327. Sarah C. Haan, Bad Actors: Authenticity, Inauthenticity, Speech, and Capitalism, U. Pa. J. CONST. L. 1, 47 (forthcoming) (“Companies sometimes justify this approach on the ground that ‘authentic’ speakers produce ‘authentic content,’ which implies that content produced by authentic speakers is truthful and good.”).
329. Oversight Board Charter, supra note 324, at 5.
330. Id. at 7.
332. Jonathan Zittrain, A Jury of Random People Can Do Wonders for Facebook, ATLANTIC (Nov. 14, 2019), https://www.theatlantic.com/ideas/archive/2019/11/let-juries-review-facebook-ads/601996/ [https://perma.cc/UP5R-2PYV] (“A bunch of retired judges or other thoughtful people on that board can, perhaps, deliberate, show their reasoning, and thus convince even those who don’t agree with them that the process wasn’t rigged against them.”).
sion values. Facebook’s effort to craft a participatory process—and its invocation of the analogy to a “Supreme Court” does not change the fact that this is a simulacrum of due process, unregulated by law or the Constitution, and therefore, unaccountable to the democratic process. In fact, Facebook’s grand experiment in constitutionalism just highlights that platforms are free to design their quasi-legal protections without any legal consequences or guarantees.

Partly in response to these concerns, platforms, non-governmental organizations, and other stakeholders have considered a range of alternative options for private regulation to help rectify the imbalance, including multi-stakeholder Social Media Councils, or SMCs. SMCs are similar to Facebook’s Oversight Board in the sense that they are soft-law institutions, and that their success relies upon voluntary adherence. But in other respects, the similarity runs out. Rather than the Facebook Oversight Board’s adjudicatory model, which focuses primarily on hearing individual user appeals, SMC proposals have focused on a multi-stakeholder model that would represent civil society organizations, platforms, users, and governments and advise them on content moderation issues far beyond takedowns. Rather than being led by a single platform, SMCs can offer guidance on cross-cutting issues affecting multiple platforms or the social media sector more generally. SMCs might be global, national, or regional in scope.

Perhaps the most significant aspect of the SMC proposals is that, unlike the Facebook Oversight Board, the fundamental business model of the platform need not be off-limits to the SMC. One can imagine a world in which the SMC’s adjudicatory and advisory functions go well beyond what platforms define as “content moderation” and address other issues as well: algorithmic ranking, advertising policy, and anonymity—to name just a few. The potential breadth of the SMC concept, in turn, highlights how narrow Facebook’s mandate for the Oversight Board truly is. Precisely because SMCs are envisioned as multi-stakeholder institutions, they may have greater potential to shed light on the entwined relationships between
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platforms and states. At the same time, however, SMCs would likely find it difficult to maintain financial independence without significant state and private-sector sponsorship, calling their neutrality into question.

These proposals warrant fuller consideration, especially regarding their potential to realign—or reaffirm—the relationship between user speech, private power, and government censorship. In particular, the emergence of powerful corporate and multi-stakeholder institutions for resolving speech issues might raise questions about the long-standing assumption that government intervention is more dangerous to free speech than private action. But, at least for now, the emergence of the Facebook Oversight Board has dominated discussion of the potential for soft-law institutions to intervene in content moderation debates. It remains to be seen whether these new governance structures create more or less powerful safeguards against wrongful deletion, censorship, and surveillance.

1. Court Orders

In addition to appeal mechanisms, as Molly Land noted, many proposals to improve accountability for content moderation have focused on the need for formal legal processes—subject to judicial review—before a state can request that a platform delete content. Without formal mechanisms for ex ante judicial review and ex post remedies, government demands pose the serious risk of coopting not only platforms’ substantive decisions, but also their rules, regulations, and internal decision-making procedures.

So-called IRUs, the law enforcement squadrons that flag illicit content online under private terms of service, highlight these risks. Most online platforms require a court order or other formal request to justify complying with a law enforcement demand to remove user content. However, IRUs operate as if they were ordinary users, flagging violations of the community standards just like any other individual. By employing a plat-

340. See, e.g., Jerome A. Barron, Access to the Press—A New First Amendment Right, 80 HARV. L. REV. 1641, 1642 (1967) (“[O]nly by responding to the present reality of the mass media’s repression of ideas can the constitutional guarantee of free speech best serve its original purposes.”).

341. See generally, e.g., Evelyn Douck, Facebook’s Oversight Board: Move Fast with Stable Infrastructure and Humility, 21 N.C. J.L. & TECH. 1 (2019); Kate Klonick, The Facebook Oversight Board: Creating an Independent Institution to Adjudicate Online Free Expression, 129 YALE L.J. 2232 (2020); Catalina Botero-Marino et al., We Are a New Board Overseeing Facebook, Here’s What We’ll Decide, N.Y. TIMES (May 6, 2020), https://www.nytimes.com/2020/05/06/opinion/facebook-oversight-board.html [https://perma.cc/TU8U-62PN]; Newton, supra note 315.
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form’s community standards rather than the law itself, IRUs can achieve an end-run around legal constraints meant to guard against censorship: they can avoid judicial review and oversight. Obviously, this easier and more straightforward strategy is enticing, but its costs to free expression are significant.

In response, advocates and scholars have stressed the urgency of requiring court orders and formal legal processes before state actors can demand content takedowns. While this approach is an important constraint on discrete government demands that might relate to individual users, posts, and pages, I am not confident that it addresses the broader dynamics raised by automation in moderation. In particular, discrete court orders are unlikely to address the greater tendency of platforms to adopt technological solutions and symbolic structures of compliance to avoid harder regulation. Additionally, maintaining a focus on discrete government demands risks overlooking the emerging pressures on platforms to create new technologies and techniques of moderation. These new forms of government pressure might not take the same shape as the old demands to censor or surveil, but they will affect platforms’ design choices and their implementation of private governance structures.

In other words, the risk that government actors might use informal or coercive processes to restrict speech and privacy is not limited to content takedowns or user-information demands but have increasingly extended to the design and implementation of platform rules and compliance systems. These kinds of coercive maneuvers are particularly powerful because they are part of a constellation of simultaneous, increasing pressures on platforms. As a result, judicial orders for takedowns, while an important constraint on the state’s ability to demand that platforms carry out its censorship and surveillance objectives, seem ill-equipped to address the risk that platforms might overcompensate in order to seem eager to comply.347

345. Id. at 64. See also Chang, supra note 132, at 124–25.
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Conclusion

This Article has advanced three primary claims. First, the shift toward automated, *ex ante* content moderation was prompted and made possible by a legal architecture that insulated online intermediaries from liability and was intended to secure their independence. This architecture left space for intermediaries to develop new technologies and techniques that themselves became the law of moderation. Second, today, those same technologies are sites of contestation, cooptation, and increasing government control for user speech and privacy—reflecting the convergence of platform and government interests in surveillance and control. Finally, for these reasons, the modern regulations of online content that I have outlined are best understood not as challenges to platform power, but rather as reflections of platforms’ own embeddedness in law enforcement, and vice versa.